FVC: A Novel Non-Magnetic Compass

Abstract—The accurate orientation measurement in real time contributes significantly to the control of mobile robots, and further assists them to realize some fundamental functions like automatic pilot, cargo delivery, target tracking, etc. The traditional magnetic compass has been denounced for its susceptibility to ferrous or electric materials, vehicular motion, and latitude variation. Hence, in this paper, we aim at proposing a novel non-magnetic compass named floor visual compass (FVC) for mobile robots working in indoor scenarios, which is mainly implemented by a downward-looking monocular camera. With previously laid auxiliary strips on the floor, which are parallel to the reference axis, the FVC is able to estimation the robot’s orientation by means of image processing technologies and interval arithmetics. Considering the computational complexity of the visual orientation measurement, an event trigger for FVC is designed, to reduce the frequency of the correction operation using the visual orientation measurement. The real-world experiment verifies the effectiveness of the proposed non-magnetic compass.
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I. INTRODUCTION

A COMPASS is a device used to determine the orientation angle relative to a given reference direction, which is of great importance to vehicular navigation, automatic pilot, disaster relief, and other domains related to automobile industry and advanced robotics [1]–[3]. For example, compasses play a crucial role in the reliability of the dead reckoning based localization, because a slight error occurring in the orientation measurement may give rise to a large error in localization over time [4]. Therefore, the investigations concerning compasses have attracted the attentions from both academia and industry, to develop various compasses applicable to different scenarios.

As a usual compass, a magnetometer is capable of detecting the magnetism’s components relative to different axes, thus providing the orientation with respect to geomagnetic north. Due to the susceptibility to magnetic interference, it is usually be used in combination with a gyroscope [5]. With the aid of a gyroscope, the measurements polluted by magnetic interference can be recognized and isolated, and finally, the reliability of the orientation estimation can be guaranteed by using a self-tuning fault-tolerant Kalman filter [6]. These magnetometer-involved orientation measurement approaches are usually used in the scenarios where geomagnetic field has no serious distortion. However, they may meet a mass of ferro- and electro-magnetic interference indoor, especially in the industrial environment. Additionally, a magnetometer also suffers from the uncertainties rendered from robot motion (e.g., acceleration or deceleration), and becomes unstable near the geographic poles. Hence, the use of magnetic compasses should be avoid if possible in indoor scenarios [7].

Using positioning systems to estimate the robot’s orientation can be read as a non-magnetic compass, so that we named it positioning system based compass (PSC). With resorting to a two-antenna GPS receiver, the PSC is able to determine the robot’s orientation by means of the double difference method [8]. For the mobile robots equipped with a portable GPS receiver which has only one antenna, the robot’s velocity components are firstly estimated by the difference-based approach or filter-based approach, and therefore, the orientation can be directly calculated via using the estimated velocities [9]. Compared with a magnetic compass, the PSC is not affected by the ferro- or electro-magnetic interference, and it performs better at the places near the polar regions. However, the receiver may not receive the satellites’ signals reliably in the building-dense areas, because the line-of-sight communication between receiver and satellites cannot be satisfied [10], thus degrading the PSC’s accuracy and reliability.

These years have witnessed the development of the application of vision in the pose estimation of mobile robots. The off-board vision utilizes a camera mounted on the ceiling or wall to capture images containing the target mobile robot, and therefore, the computer is able to calculate its pose by measuring the robot profile or a specific marker on the robot’s top [11], [12]. However, because an off-board camera is stationary, the limited field-of-sight has constrained the moving area of a mobile robot. Thus, it is not preferred in large-area applications. On the contrary, the on-board method uses a camera directly mounted on the mobile robot. For example, in [13] and [14], omnidirectional images are exploited to estimate the robot’s pose by means of machine learning technologies and consolidated environmental features. With a RGB-D camera and known two-dimensional blueprint, the pose in six degree-of-freedom can be estimated by using a particle filter [15]. Similar work can be seen in [16]–[18]. Although these methods adopting natural features can be used in unstructured environments, they are not practicable in industrial scenarios because of high computational complexity and feature mismatching issues. In the scenarios which can be structured, it is preferred to employ artificial landmarks such as quick response (QR) codes. The QR coder, which contains the environmental information, is a frequently-used landmark laid on the ceiling, wall, or floor [19]. However, the precise identification of QR coders requires a clearly captured image, which may not be satisfied if the robot is in high speed, or the camera has low maximum frame rate.

According to the aforementioned reasons, we aim at proposing a novel non-magnetic compass named floor visual compass (FVC) for mobile robots working in indoor scenarios, which is mainly implemented by a downward-looking monocular camera. Before the use of FVC, some auxiliary strips parallel to the reference axis should be firstly laid on the floor of the working area. These auxiliary strips has the complementary color in hue compared with the floorings, and the same spacings. With these auxiliary strips, the relative angle of
the mobile robot and the auxiliary strips can be acquired by means of floor images. However, due to the absence of the knowledge of the quadrant in which the robot’s orientation lies, the visual orientation measurement contains two possible values, only one of which is the real measurement. Hence, we propose an estimation algorithm to identify the real measurement and calculate the robot’s orientation by means of interval arithmetics. Considering the computational complexity of the visual orientation measurement, a event trigger for FVC is designed, respectively, to reduce the frequency of the correction operation using the visual orientation measurement.

The proposed FVC has the following merits compared with the existing methods. First, it is a non-magnetic compass, which is not affected by ferro- or electro-magnetic interference. Hence, it is especially suitable for the applications in industrial scenarios. Second, because the auxiliary strips is easy to be recognized, the FVC has less computational complexity and faster processing speed. Additionally, the motion blur induced problem, which QR codes cannot be identified, barely occurs in the FVC. Third, laying auxiliary strips is faster and easier than laying QR codes on the floor. Fourth, because the camera’s lens is close to the floor, the FVC barely suffers from the blocked line-of-sight problem. Meanwhile, the camera cannot capture the people’s bodies or faces, so it is almost not denounced for privacy problems.

The rest of the paper is organized as follows. Section II covers some necessary preparatory work before the use of FVC, including the auxiliary strips layout and perspective transformation experiment. Section III presents the approach to acquire the visual orientation measurement by using the captured floor images. Section IV expatiates the orientation estimation method by means of interval arithmetics. Section V gives the experimental evaluation based on a real-world differential-drive mobile robot. The paper is concluded in Section VI.

II. PREPARATORY WORK

In this section, we present some necessary preparations before the use of FVC, including the layout of auxiliary strips and the acquirement of perspective transformation function.

The robot’s orientation $\theta$ is defined as the counterclockwise rotational angle from $X$-axis to the robot’s forward direction. If the downward-looking camera can capture the $X$-axis, the angle of robot’s forward direction with respect to the $X$-axis can be calculated, and furthermore, $\theta$ can be obtained. In reality, however, the camera cannot capture the $X$-axis when the mobile robot is not close to it. For this reason, we should lay some auxiliary strips on the floor, which can be read as the copies of the $X$-axis. As seen in Fig. 1, the floor is covered with red auxiliary strips, which are all parallel to the $X$-axis. Any two adjacent strips have the equal spacing. The colour and spacing of the auxiliary strips are optional, but two rules should be followed. First, the strips’ colours can be the same or different, however, they should be complementary to the flooring’s colour in hue, or in brightness$^1$. Second, the strips’ spacings can be the same or different, however, it should be guaranteed that the downward-looking camera can capture at least one auxiliary strip at any location.

To meet the second rule, we can enlarge the camera’s view field, by decreasing the strips’ interval, increasing the camera’s height, or adjusting the camera’s posture. Hence, it can be achieved by changing any of the three parameters, or any two of them, or even all of them. If the camera’s height and posture are fixed, so we could only decrease the strips’ interval. If the floor has been laid the auxiliary strips and they cannot be changed, we could only adjust the camera’s posture and height. As illustrated in Fig. 1, the camera’s field-of-sight is represented by green dashed quadrilateral. Via adjusting the camera’s posture, a inner rectangle of the field-of-sight can be found, the shorter edge of which is longer than the maximal spacing of the auxiliary strips. Mapping the four rectangular corners with respect to the $U$-$V$ coordinate system into those with respect to the $\bar{U}$-$\bar{V}$ coordinate system, the perspective transformation function

$$\bar{u}, \bar{v} = \mathcal{P}\{(u, v)\}, \quad (1)$$

can be achieved. The $X$-$Y$ coordinate system is same as the $\bar{U}$-$\bar{V}$ coordinate system in scale.

III. VISUAL ORIENTATION MEASUREMENT

In this section, we present the orientation measurement by using the monocular vision, which is elementary yet crucial to the success of FVC. The central lines of the auxiliary

---

$^1$For example, the auxiliary strips are in yellow (or black) while the flooring is in blue (or white).
strips are firstly extracted and parameterized. Second, by using the perspective transformation function, the parameters of the central lines with respect to $U$-$V$ coordinate system are obtained. After converting these parameters into the robot’s orientation, the visual orientation measurement can be finally realized.

A. Image Preprocessing

We exploit some fundamental image processing technologies, such as thresholding segmentation, mathematical morphology, perspective transform and Hough transformation, to extract the central lines of the auxiliary strips. Because these technologies are mature, as can be read in, we only present the outline of the preprocessing procedure, rather than a detailed description.

1) Auxiliary Strips Extraction: The original image $O_t$ captured at sampling point $t$ is based on the Red-Green-Blue (RGB) colour space. In order to facilitate the extraction of the auxiliary strips from the flooring, $O_t$ should firstly be transformed into a coloured image $I_t$ with respect to the Hue-Saturation-Brightness (HSB) colour space. Consequently, applying HSB-based thresholding segmentation to $I_t$, a binary image $B_t$ is obtained, which is expected to contain the auxiliary strips only. If the robot’s working environment is not of enough illumination, the threshold of saturation and brightness should be set as a lower value to guarantee the segmentation of the auxiliary strips.

2) Central Lines Extraction: One auxiliary strip is expected to be represented by a set of parameters, so its central lines should be extracted by removing the widths. First, due to the uneven colour distribution, the hole-filling operation should be conducted on $B_t$, which avoids too many connected components existing in the floor image. Second, the skeletons of the auxiliary strips, which is read as the central lines, can be obtained by iterative morphological erosion operations. After skeletonization, some parasitic components are inevitably preserved because of the non-smoothness of the extracted auxiliary strips. For the parasitic components disconnected to the central lines, the lengths of which are much smaller, we can prune them by removing the connected components whose pixel amounts are smaller than a certain value. For the parasitic components connected to the central lines, which are frequently referred to as spurs, they can be pruned by iteratively removing one terminal pixel. After conducting these operations successively on $B_t$, we finally obtain a binary image $B_t$ containing the central lines of the auxiliary strips only.

B. Line Detection

Now we are in the position to detect the central lines in $B_t$ by applying Hough transformation. First, the lines are parameterized by

$$ u \cos \rho + v \sin \rho = r, \quad (2) $$

where $r \in [r_{\text{min}}, r_{\text{max}}]$ denotes the perpendicular distance from the origin of the $U$-$V$ coordinate system to the line and $\rho \in [-\frac{\pi}{2}, \frac{\pi}{2}]$ denotes the angle from the $U$-axis to the perpendicular. Hence, each line can be mapped to the $(r, \rho)$-space (also known as the Hough space) as a point. Second, the Hough space is quantized such that it yields an $N_r \times N_{\rho}$ matrix $A$, which is referred to as an accumulator matrix. For a $\mu \times \nu$ image, we have

$$ r_{\text{max}} = -r_{\text{min}} = \sqrt{\mu^2 + \nu^2}, \quad (3) $$

and the accumulator matrix $A$ has $N_{\rho}$ elements equally dividing the interval $\rho \in [-\frac{\pi}{2}, \frac{\pi}{2}]$ and $N_r$ elements equally dividing the interval $r \in [r_{\text{min}}, r_{\text{max}}]$. The matrix indices are integers $(i, j) \in \mathbb{Z}^2$ that

$$ i \in [1, N_{\rho}] \Rightarrow \rho \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right], \quad (4a) $$

$$ j \in [1, N_r] \Rightarrow r \in [r_{\text{min}}, r_{\text{max}}]. \quad (4b) $$

Furthermore, each pixel point $(u, v)$ votes for all the lines existing within the quantized Hough space, and furthermore, the potential lines represented by $(r, \rho)$-pairs can be determined by calculating the peak values of the elements in the accumulator matrix. For every line, two or more $(r, \rho)$-pairs with small differences may be obtained because of the imperfection of the pruning algorithm. To solve this problem, the $(r, \rho)$-pairs should be clustered. Any two pairs, $(r_1, \rho_1)$-pair and $(r_2, \rho_2)$-pair, where $i \neq j$, can be classified into one cluster, if the following two conditions can be satisfied, that is,

$$ |r_1 - r_2| \leq \sigma_r, \quad (5a) $$

$$ |\rho_1 - \rho_2| \leq \sigma_\rho, \quad (5b) $$

where $\sigma_r$ and $\sigma_\rho$ are similarity thresholds which are determined empirically. The average of $(r, \rho)$-pairs clustered in one group can serve as the final outputs of the line detection.

Finally, the $(r, \rho)$-pairs with respect to the $U$-$V$ coordinate system are converted to $(\tilde{r}, \tilde{\rho})$-pairs with respect to the $\tilde{U}$-$\tilde{V}$ coordinate system. Find two points on the $(r, \rho)$-line, the coordinates of which are $(u_1, v_1)$ and $(u_2, v_2)$, and then calculate

$$ (\bar{u}_1, \bar{v}_1) = \mathbb{P} \{(u_1, v_1)\}, \quad (6a) $$

$$ (\bar{u}_2, \bar{v}_2) = \mathbb{P} \{(u_2, v_2)\}, \quad (6b) $$

where $(\bar{u}_1, \bar{v}_1)$ and $(\bar{u}_2, \bar{v}_2)$ are two points on the lines with respect to the $\tilde{U}$-$\tilde{V}$ coordinate system. Substituting them to (2), we have

$$ \bar{u}_1 \cos \tilde{\rho} + \bar{v}_1 \sin \tilde{\rho} = \bar{r}, \quad (7a) $$

$$ \bar{u}_2 \cos \tilde{\rho} + \bar{v}_2 \sin \tilde{\rho} = \bar{r}, \quad (7b) $$

and therefore, we obtain that

$$ \tilde{\rho} = \begin{cases} \arctan \frac{\bar{u}_1 - \bar{u}_2}{\bar{v}_2 - \bar{v}_1}, & \text{when } \bar{v}_1 \neq \bar{v}_2, \\ -\frac{\pi}{2}, & \text{when } \bar{v}_1 = \bar{v}_2, \end{cases} \quad (8) $$

which realizes parameters transformation from the $U$-$V$ coordinate system to the $\tilde{U}$-$\tilde{V}$ coordinate system.
C. Orientation Acqurement

In the previous step, the parameters of the auxiliary strips in the floor image are obtained, thereby yielding a certain number of \((\vec{r}, \vec{\rho})\)-pairs. Now, we will determine the transformation rules from \(\vec{\rho}\) to \(\theta\). The four cases where the robot’s orientation \(\theta\) lies in \([0, \frac{\pi}{2}]\), \([\frac{\pi}{2}, \pi]\), \([\pi, \frac{3\pi}{2}]\), and \([\frac{3\pi}{2}, 2\pi]\) should be analyzed respectively.

Consider Case 1 that the value of robot’s orientation lies in the first quadrant. As shown in Fig. 2, there are two parallel strips parameterized by \((\vec{r}_1, \vec{\rho}_1)\) and \((\vec{r}_2, \vec{\rho}_2)\). Because they are parallel to each other, all the auxiliary strips have the same angle, and therefore, the subscripts of \(\vec{\rho}\) are ignored. Furthermore, we can easily obtain

\[
\theta_{(c1)} = -\vec{\rho},
\]

where \(\theta_{(c1)} \in (0, \frac{\pi}{2})\) denotes the value of robot’s orientation in Case 1.

For Cases 2 to 4, via the similar analysis, we have

\[
\begin{align*}
\theta_{(c2)} &= -\vec{\rho} + \pi, \\
\theta_{(c3)} &= -\vec{\rho} + \pi, \\
\theta_{(c4)} &= -\vec{\rho},
\end{align*}
\]

where \(\theta_{(c2)} \in (0, \pi)\), \(\theta_{(c3)} \in (\pi, \frac{3\pi}{2})\), and \(\theta_{(c4)} \in (\frac{3\pi}{2}, 2\pi)\) denote the robot’s orientation in Case 2, Case 3, and Case 4, respectively. Combining (9), (10a), (10b), and (10c) yields

\[
\theta \in \{\theta_{(c1)}, \theta_{(c2)}, \theta_{(c3)}, \theta_{(c4)}\} = \{-\vec{\rho}, -\vec{\rho} + \pi\},
\]

and furthermore, considering \(\theta \in [0, 2\pi]\), (11) is modified into

\[
\theta \in \begin{cases} 
\{-\vec{\rho}, -\vec{\rho} + \pi\}, & \text{if } \vec{\rho} \in [-\frac{\pi}{2}, 0) \\
\{2\pi - \vec{\rho}, -\vec{\rho} + \pi\}, & \text{if } \vec{\rho} \in [0, \frac{\pi}{2}) 
\end{cases},
\]

which reveals the transformation rules from \(\vec{\rho}\) to \(\theta\).

Define \(\vec{\rho}_t\) as \(\vec{\rho}\) at sampling point \(t\), and \(\vec{\rho}_{c.t}\) the measurement of \(\vec{\rho}_t\). Supposing

\[
\vec{\rho}_{c.t} = \vec{\rho}_t + n_{c.t},
\]

where \(n_{c.t}\) denotes the measurement noise which may be caused by the roundoff of Hough transformation and spurs connected to the strip’s skeleton. It is assumed that \(n_{c.t} \in [-R, +R]\) is a unknown-but-bounded noise where \(R > 0\) denotes the bound’s radius.

Finally, the visual orientation measurement \(\Theta_{c.t}\) is obtained, that is,

\[
\Theta_{c.t} = \begin{cases} 
\{-\vec{\rho}_{c.t} - \vec{\rho}_c + \pi\}, & \text{if } \vec{\rho}_{c.t} \in [-\frac{\pi}{2}, 0) \\
\{2\pi - \vec{\rho}_{c.t} - \vec{\rho}_c + \pi\}, & \text{if } \vec{\rho}_{c.t} \in [0, \frac{\pi}{2}) 
\end{cases},
\]

which is calculated by using the detected \(\vec{\rho}_{c.t}\). Its relationship with \(\theta_t\) can be described as

\[
\Theta_{c.t} = \begin{cases} 
\{\theta_t + n_{c.t}, \theta_t + \pi + n_{c.t}\}, & \text{if } \theta_t \in [0, \pi) \\
\{\theta_t + n_{c.t}, \theta_t - \pi + n_{c.t}\}, & \text{if } \theta_t \in [\pi, 2\pi) 
\end{cases},
\]

which will be used as an observation model to realize the orientation estimation algorithm in the following section. Obviously, as shown in (15), \(\Theta_{c.t}\) contains a real measurement \(\theta_{c.t}^{(t)}\) equalling \(\theta_t + n_{c.t}\) and a pseudo measurement \(\theta_{c.t}^{(l)}\) equalling \(\theta_t + \pi + n_{c.t}\) or \(\theta_t - \pi + n_{c.t}\), which gives rise to the difficulties in the orientation estimation.

IV. ORIENTATION ESTIMATION

This section expatiates how to estimate the robot’s orientation only by using the visual orientation measurement. Generally speaking, the orientation estimation requires the information both from proprioceptive and exteroceptive sensors, to establish a system model and observation model, after which this problem can be solved by using Kalman filter. However, without resorting to a proprioceptive sensor, the inner kinestates can also be measured by analysis of the actuators’ saturations.

Take a differential-drive mobile robot as an example. Due to the motors’ saturations, the maximal rotational speeds of the left and right wheels (\(\omega_L\) and \(\omega_R\)) can be readily obtained, that is, \(\vec{\omega}_L\) and \(\vec{\omega}_R\). Therefore, we have \(w_{L.t} \in W_L = [-\vec{\omega}_L, +\vec{\omega}_L]\) and \(w_{R.t} \in W_R = [-\vec{\omega}_R, +\vec{\omega}_R]\), followed by

\[
W = \frac{W_L - W_R}{D},
\]

where \(W = [-\vec{\omega}_L + \vec{\omega}_R, +\vec{\omega}_L + \vec{\omega}_R]\) denotes the interval in which the robot’s heading rate lies, and \(D\) denotes the robot’s axle width.

Hence, the problem is to design an orientation estimation algorithm based on

\[
\begin{align*}
\theta_t &= \theta_{t-1} + T\delta_{t-1}, \\
\delta_t &\in W, \\
\Theta_{c.t} &= \{\theta_{c.t}^{(t)}, \theta_{c.t}^{(l)}\},
\end{align*}
\]

2 The determination of \(N_p\) and \(N_r\) meet a trade-off between accuracy and computational complexity. If the FVC is realized on a high-performance digital device, namely the computational time can be extremely small, \(N_p\) and \(N_r\) can be set as a larger integer.
where \( \theta \) denotes the robot’s orientation, \( \delta \) the robot’s heading rate, \( T \) the sampling interval, \( D \) the robot width, \( w_r \) and \( w_l \) the right and left-wheel speed. Observe that (17a) and (17c) can be read as a system model and observation model, respectively. In most resolutions, \( \delta \) is seen as an input of the system model, which can be measured by proprioceptive sensors, like a gyroscope or odometer. However, if we only have the knowledge of the upper and lower bounds of \( \delta \), rather than an accurate measurement, \( \delta \) is read as the system noise.

Because the probability distribution of \( \delta \) is unknown, we dispose of this problem by means of interval arithmetic. In the following, we use the notation \( I = [a, b] = \{ x \in \mathbb{R} : a \leq x \leq b \} \) to denote an interval with lower bound \( a \) and upper bound \( b \). The interval’s midpoint, \( \text{rad}(I) = \frac{b-a}{2} \), the interval’s radius, \( \text{wid}(I) = b - a \), the interval’s width, \( \max(I) = b \) and \( \min(I) = a \), the upper bound and lower bound, respectively. For two intervals \( I_1 = [a_1, b_1] \) and \( I_2 = [a_2, b_2] \), their addition operation and intersection operation are defined as

\[
I_1 + I_2 = [a_1 + a_2, b_1 + b_2], \quad (18a)
\]

\[
I_1 \cap I_2 = [\max(a_1, a_2), \min(b_1, b_2)], \quad (18b)
\]

respectively. If \( \min(I_1 \cap I_2) > \max(I_1 \cap I_2) \), then \( I_1 \cap I_2 = \emptyset \).

More definitions and formulae can be seen in [20]. Additionally, in the following, the notation \( \tilde{I}_t \) denotes the predicted estimation interval, \( \tilde{I}_t \) the predicted estimation interval, \( I_{\delta,t} = \mathbb{W} \) the robot’s heading interval, \( I_{c,t}^{(1)} = [\theta_{c,t} - R, \theta_{c,t} + R] \) and \( I_{c,t}^{(2)} = [\theta_{c,t}^{(1)} - R, \theta_{c,t}^{(1)} + R] \) denote the real measurement interval and pseudo measurement interval.

### A. Estimation Algorithm

1) **Initialization:** The initial corrected estimation interval \( \tilde{I}_0 = \mathcal{I}(\hat{\theta}_0, P_0) \) should be determined artificially, where \( \text{rad}(\tilde{I}_0) \leq R \).

2) **Predicted Estimation:** Suppose that \( \tilde{I}_{t-1} \) has been obtained, then the predicted estimation interval \( \tilde{I}_t \) can be achieved by

\[
\tilde{I}_t = \tilde{I}_{t-1} + I_{\delta,t-1}. \quad (19)
\]

3) **Corrected Estimation:** The corrected estimation interval \( \tilde{I}_t \) can be readily achieved by

\[
\tilde{I}_t = \bigcup_{i=1}^{2} (\tilde{I}_t \cap I_{c,t}^{(i)}), \quad (20)
\]

where \( I_{c,t}^{(i)} \) denotes the measurement interval generated by the \( i \)-th element in \( \Theta_{c,t} \). The midpoint \( \text{mid}(\tilde{I}_t) \) can be regarded as a point estimation, yet not the optimal estimation, for the absence of the knowledge of system noise’s probability distribution.

### B. Pseudo Measurement Isolation

In (20), to ensure \( \tilde{I}_t \) is an interval, it should be guaranteed that only one of \( I_{c,t}^{(1)} \) and \( I_{c,t}^{(2)} \) intersects with \( \tilde{I}_t \). In other words, the pseudo measurement \( \theta_{c,t}^{(\tau)} \) should be isolated. Now we gives the requirement that the pseudo measurement can be isolated.

Because \( |\theta_{c,t}^{(1)} - \theta_{c,t}^{(\tau)}| = \pi \), we firstly consider the case where \( \theta_{c,t}^{(\tau)} = \theta_{c,t}^{(1)} + \pi \). As shown in Fig. 3, it should be guaranteed that

\[
\max(\tilde{I}_t) < \min(I_{c,t}^{(\tau)}), \quad (21)
\]

or

\[
\text{wid}(\tilde{I}_t) = \max(\tilde{I}_t) - \min(\tilde{I}_t),
\]

\[
< \min(I_{c,t}^{(\tau)}) - \min(\tilde{I}_t), \quad (22)
\]

under the condition that

\[
\min(\tilde{I}_t) \leq \delta_t \leq \max(I_{c,t}^{(\tau)}). \quad (23)
\]

Hence, the requirement that the pseudo measurement can be isolated is obtained as

\[
\text{wid}(\tilde{I}_t) < \inf\{\min(I_{c,t}^{(\tau)}) - \min(\tilde{I}_t)\},
\]

\[
= \min(I_{c,t}^{(\tau)}) - \max(I_{c,t}^{(\tau)}),
\]

\[
= \pi - 2R. \quad (24)
\]

The same requirement can be obtained for the other case \( \theta_{c,t}^{(\tau)} = \theta_{c,t}^{(1)} - \pi \) by the analogous analysis.

### C. Event-Triggering Mode

Because the visual orientation measurement is computationally complex, and there is no need to correct the predicted estimation at each sampling point, an event trigger is designed to enable the corrected estimation based on the visual orientation measurement, according to the following two rules. First, the requirement shown in (24) should be always guaranteed, otherwise the corrected estimation interval will not be consecutive. Second, all the widths of the corrected estimation intervals should be lower than \( \varepsilon \), a non-negative real number which is determined by the users, thus preventing the uncertainties from getting too large. The event trigger \( \lambda_t = \{0, 1\} \) is

\[
\lambda_t = \begin{cases} 0, & \text{if } \text{wid}(\tilde{I}_t + \tilde{I}_{\delta,t}) < \pi - 2R \text{ and } \text{wid}(\tilde{I}_t) < \varepsilon \\ 1, & \text{otherwise} \end{cases},
\]

(25)

where \( \varepsilon \geq 0 \) denotes the tolerable width. If \( \varepsilon \) is a small number approaching 0, the condition \( \text{wid}(\tilde{I}_t) < \varepsilon \) may never be satisfied, and therefore, \( \lambda_t = 1 \) at all sampling points.
Based on the event trigger $\lambda_t$, the estimation algorithm can work in event-triggering mode, by modifying (20) into

$$\hat{I}_t = \lambda_t \left( \bigcup_{i=1}^{2} (\overline{I}_t \cap \overline{X}_c(t)) + (1 - \lambda_t)\overline{I}_t \right). \tag{26}$$

V. EXPERIMENTAL EVALUATION

In this section, we evaluate the proposed FVC by conducting real-world experiments on a differential-drive mobile robot which has been equipped with a downward-looking camera, a consumer-grade gyroscope, an industrial-grade gyroscope and a magnetometer.

A. Experiment Setup

The photograph of the experimental robot and its configuration block diagram are shown in Fig. 4. The gray floor is covered with red strips parallel to the X-axis. All auxiliary strips have the same spacing distance of 500 mm. The experimental robot (Turtlebot3 Burger) is equipped with a consumer-grade gyroscope (MPU6500), an industrial-grade gyroscope (ADXRS453), a magnetometer (AK8963) and a downward-looking camera, the specifications of which are listed in Tab. I. The first gyroscope is used to aid FVC to estimate the robot’s orientation. The second gyroscope, which has a higher accuracy, is employed to serve as a reference. After precise calibration (e.g., using [21]), the integration of the reference gyroscope readings over time can be read as ground truths of robot’s orientation. The magnetometer, which detects the magnetic intensity along each axis, serves as a magnetic compass. The camera has no distortion, thus not being calibrated. All these sensors are sampled every 0.1 sec, and their readings are transferred to a computer (3.2 GHz with 8 GB RAM) via WiFi network. The computer also serves as a controller which sends motion commands to the robot. After all data being collected, they can be processed by using MATLAB.

B. Results and Analysis

1) Features Extraction of Auxiliary Strips: We select two typical images which contain environmental interference to exhibit the effectiveness of the central line detection of the auxiliary strips. As shown in Fig. 5 and Fig. 6, we use four images to show the procedure that the original image is processed, respectively. Obviously, the situation in Fig. 5 is brighter than that in Fig. 6. Hence, some sections of the auxiliary strips becomes white because of the reflection rendered by strong illumination, and therefore, the extracted auxiliary strips in the binary image are incomplete at some sections after the thresholding segmentation and gap filling operations. Additionally, this incompleteness has distinctly affected the extraction of the central lines, so the extracted lines are slightly waved after skeletonization and pruning. Finally, as the green lines shown, the results slightly diverge the the central lines of the auxiliary strips, but not going out of the strip’s range. These errors rendered by strong illumination are innocuous, and can be reduced by using materials with rough surfaces to implement the layout of auxiliary strips.

On the opposite way, the situation in Fig. 6 does not suffer from strong illumination, but the interference of some other environmental objects. In order to enlarge the camera’s field-of-sight, its posture has been adjusted to be unparallel to the floor, which results in that the camera may capture some objects undesired to be included, such as cabinets, shoes, or the legs of tables. In this situation, parts of an omnidirectional mobile robot appear in the original image, which has the similar colour with the red auxiliary strips. As a result, these parts are preserved after image binarization, because the thresholding segmentation cannot distinguish the difference with the auxiliary strips. Owing to that their skeletons have much fewer pixels than those of the auxiliary strips, the omnidirectional mobile robot is removed by applying pruning algorithm. At last, the central lines are perfectly extracted. Although the detection of the central lines is not affected by these environmental interference, it is still needed to avoid the appearance of the objects whose colour is close to that of the auxiliary strips, in the field-of-sight of the camera.

2) Experiment with FVC: The estimation algorithm is initialized by $\overline{I}_0 = [27,33]$ deg and $R = 6$ deg. Based on different event triggers, three tests are designed, that is,

- **Test 1:** Using the visual orientation measurement to correct the predicted estimation at each sampling point,
- **Test 2:** The FVC is in the event-triggering mode by using (25) where $\varpi = 60$ deg,
- **Test 3:** The FVC is in the event-triggering mode by using (25) where $\varpi = \infty$.

In Test 1, $\lambda_t = 1$ at all sampling points. In Test 2, $\text{wid}(\overline{I}_t) < \varpi$ is satisfied in advance of $\text{wid}(\overline{I}_t + \overline{I}_{0,t}) < \pi - 2R$. In Test 3, since $\varpi = \infty$, the condition $\text{wid}(\overline{I}_t) < \varpi$ is abandoned. Hence, the computational burden is reduced to the greatest extent.

### TABLE I: Specifications of the sensors.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Gyroscope</td>
<td>range: ±250 deg/s; accuracy: ±5 deg/s.</td>
</tr>
<tr>
<td>2nd Gyroscope</td>
<td>range: ±400 deg/s; accuracy: ±0.4 deg/s.</td>
</tr>
<tr>
<td>Magnetometer</td>
<td>range: ±4800 μT.</td>
</tr>
<tr>
<td>Camera</td>
<td>normal lens; resolution: 480×640; rate: 30 fps.</td>
</tr>
</tbody>
</table>
The results are shown in Fig 7. It is observed that truth values of the robot’s orientation are included in the upper and lower bounds. In Test 2 and Test 3, we observe that the bounds of the estimation interval are in the sharp of sawtooth, which get sharper with a higher correction frequency using visual orientation measurement. It can also be observed that the midpoint of the estimation interval is in the sharp of stairs, which is caused by the sensor-less orientation prediction. Because the robot’s heading rate $\delta_t$ in (17a) is not measured by a sensor, the estimation could only be calculated by maintaining the midpoint and expanding the bounds. Additionally, as shown in the results from sampling point 300 to 310 in Test 2 and Test 3, the estimation midpoint is biased when the robot’s orientation is changing. In fact, the interval arithmetics based estimation algorithm does not provide any optimal point estimation. In other words, all points in the estimation interval share the equal probability to be the true value of the robot’s orientation.

Because FVC does not resort to any proprioceptive sensors (e.g., a gyroscope), the FVC in event-triggered mode has a large bias between two successive triggered point. Using a gyroscope to assist FVC, which is referred to as GyroFVC, could improve the performance of FVC to some extent. Denote $\omega_t$ as the gyroscopic reading at sampling point $t$. Considering the gyroscopic noise, which is assumed to be unknown-but-unbounded (UBB), we denote $\Delta$ as the error radius. Thus, after rewriting (17b) as $\delta_t \in \delta_{\epsilon,t} I(\omega_t, \Delta)$, the same orientation estimation algorithm can be used to GyroFVC directly. Three tests are conducted the same as FVC, and their results are shown in Fig. 8. Observe the performance during the period between two successive VOM-based correction. The orientation estimation error of GyroFVC increases slowly, because of the accumulation of gyroscopic error. It can be also observed that the frequency of VOM-based correction of GyroFVC is much lower than that of FVC, since $\Delta \ll \text{rad}(W)$.

Define the root mean squared error as

$$
RMSE = \sqrt{\frac{\sum_{t=1}^{N} (\hat{\theta}_t - \theta_t)^2}{N}},
$$

where $N$ denotes the sampling amounts. If we take the midpoint of the estimation interval as the point estimation, the RMSE of Test 1, 2, and 3 for FVC and GyroFVC are shown in Tab. II. Obviously, the GyroFVC has higher accuracy than FVC when they are not in the event-triggered mode. In Test 2 and 3, the GyroFVC has lower accuracy than FVC. It does not
mean that FVC is better, because GyroFVC is not corrected by VOM as frequently as FVC.

We define the correction interval by the amount of sampling points between two successive VOM-based correction.

The relationship between the RMSE of orientation estimation and the correction interval are shown in Fig. 9. Obviously, the RMSE increases with the correction interval increasing, both for FVC and GyroFVC. However, to achieve the same
TABLE II: The RMSE of Test 1, 2, and 3 for FVC and GyroFVC.

<table>
<thead>
<tr>
<th></th>
<th>Test 1</th>
<th>Test 2</th>
<th>Test 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>FVC</td>
<td>1.53 deg</td>
<td>4.95 deg</td>
<td>11.05 deg</td>
</tr>
<tr>
<td>GyroFVC</td>
<td>1.04 deg</td>
<td>6.01 deg</td>
<td>13.04 deg</td>
</tr>
</tbody>
</table>

3) Comparison Experiment: We show a comparison experiment with a magnetic compass and a non-magnetic compass, to verify the robustness of FVC against magnetic interference and motion blur.

In Test 1, the robot traverses an area with abundant ferromagnetic materials, while logging the readings of the gyroscope, magnetometer and camera. Due to the geomagnetic distortion, the magnetometer-based compass becomes unreliable. In [6], a gyroscope-magnetometer integrated compass is proposed. With the addition of a gyroscope, the measurements polluted by ferromagnetic interference are recognized and isolated; and therefore, the reliability of the orientation estimation can be guaranteed by using a self-tuning fault-tolerant Kalman filter. The experiment results of FVC, the magnetometer-based compass, and gyroscope-magnetometer integrated compass proposed in [6] are shown in Fig. 11. It is observed that the magnetometer-based compass is unreliable during the period roughly from sampling point 65 to 85, and 190 to 450, which may be caused by the ferromagnetic interference. In the absence of interference, the accuracy of FVC is almost equal to that of the gyroscope-magnetometer integrated compass, but higher than that of the magnetometer-based compass. In the presence of interference, only parts of the ferromagnetics-induced outliers are recognized correctly. The ferromagnetic interference renders a degradation in accuracy to the gyroscope-magnetometer integrated compass, if the outliers cannot be isolated. Because of the property that the Kalman filter tracks the measurements strongly, the outliers which are not isolated give rise to a large bias in orientation estimation. As a non-magnetic compass, the FVC outperforms the magnetic compass in the presence of ferromagnetic interference.

In Test 2, the robot moves along a straight line at a speed up to 0.4 m/s, and rotates at a speed up to 40 deg/s, while logging the readings of the gyroscope and camera at 5 Hz. As a non-magnetic compass, the QR-based compass is not sensitive to magnetic interference. However, due to the motion blur, the QR code laid on the floor may be unrecognizable; and therefore, the QR-based compass cannot be applied to a robot moving in high speed. In [22], a gyroscope is utilized to alleviate this restriction. The fusion of gyroscope and...
QR-based compass can be described as a state estimation problem with intermittent measurements. With resorting to the gyroscope, the orientation is estimated only with gyroscopic readings at the sampling point when the QR code can be detected. The test results of FVC, the QR-based compass, and gyroscope-QR integrated compass proposed in [22] are shown in Fig. ??.

VI. CONCLUSION AND DISCUSSIONS

In this paper, we proposed a novel non-magnetic compass named floor visual compass (FVC) for mobile robots, which is suitable for applications in indoor scenarios, especially the industrial environmental which is full of ferro- and electromagnetic interference. After the layout of the auxiliary strips parallel to the reference axis, the FVC is able to acquire the visual orientation measurement by analyzing the floor images. We designed an orientation estimation algorithm by means of interval arithmetics, coupled with a event trigger to reduce the algorithms’ computational complexity. In the end, we exhibited the procedure of visual orientation measurement, the test results of FVC, which verifies the effectiveness of the proposed non-magnetic compass.

Illumination plays an important role of affecting the performance of FVC. In a controlled environment, appropriate illumination can be guaranteed, thus avoiding the degradation of FVC. Furthermore, each camera can be assisted with a fill-in light, so that FVC no longer depends on the environmental illumination. Meanwhile, it is encouraged to paint the auxiliary strips with fluorescent materials, thus FVC can still keep on working for a short term in darkness.
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